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1. Introduction

Translation has always been a valiant human endeavour, and machine translation presents

itself as a tool to make that task easier. However, as there is yet no optimal way to build

a system that would be able to account for all the nuance and complexities that accompany

the task of translation, automatic translation can still be quite problematic to do. Especially

considering that very often the difficulty of creating a satisfactory machine translation sys-

tem rises in proportion with the distance between the languages in the language pair being

translated. In other words, the more different the languages are from each other, the more of

a challenge it becomes to build these systems, regardless of the approach one takes to do it.

Thus, when it comes to a language pair such as English and Croatian, two languages

that belong to different language groups and, one being analytic and the other synthetic, are

really quite different from one another, approaching the task of building a machine translation

system can be daunting. A possible way to tackle the problem of suiting the system to such a

distant language pair is to make the system more complex. In theory, implementing specific

methods to address some of the particularities of translation between the languages involved

should raise the quality of the system.

Following a similar train of thought, one of the many products of the Abu-MaTran

project1 was a hybrid machine translation system between English and Croatian, which was

built with the aim of exploring ways to improve the quality of translations in this particular

language pair; and, according to automatic metrics, the quality did indeed improve. How-

ever, standard approaches to evaluating the quality of a machine translation system are, more

often than not, quantitative, and not qualitative. So when applied to this particular system,

they do not provide answers to questions such as: "Does the new approach improve a specific

linguistic aspect of the output?", "How is the resulting text different from what a standard

statistical setup would produce?", "What specifically does it mean for the text that the scores

have improved?, "How important are the observed differences?" and ultimately "How reli-

able are those metrics in general?" Even though these questions are interesting from a purely

scientific point of view, answering them is also important because such insights can guide

1More about the project and its efforts, to which the author of this thesis has contributed as an early-stage

researcher, can be found on the following URL: https://www.abumatran.eu
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future development - knowing what happens with the translations on this level allows devel-

opers to better tailor their systems to the languages and data they are working with, and it

can better guide the development of new systems, giving rise to more advanced translation

methods.

It is exactly for these reasons that this thesis aims to adapt and apply an evaluation

methodology that could adequately investigate the impact that a particular hybrid machine

translation model has on solving the complexities of translation from English to Croatian.

The main objective of the thesis is to show that using a factored translation model truly does

affect the grammatical quality of the language produced by a machine translation system.

In addition, this thesis delves beyond just that and pinpoints exactly which aspects of the

translation are improved, and which might need more work in the future.

The rest of the thesis is structured as follows: Chapter 2 provides an overview of the

extensive theoretical background underpinning this thesis, Chapter 3 describes the layout of

the performed experiments, while Chapter 4 describes the annotation process and the results

of the analyses. Finally, the thesis is rounded off with a discussion and a concluding chapter.
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2. Theoretical background

Machine translation, abbreviated as MT, is a sub-field of computational linguistics that in-

vestigates the use of software to translate text or speech from one language to another. The

field of machine translation, as it is known today, has begun its development in the 1950s,

with Warren Weaver’s Memorandum on Translation (1949), where he discusses the possibil-

ity of using digital computers to translate documents between natural human languages. Due

to its vast potential, as well as its underestimated limitations, it has since had several ups and

downs in popularity. Or, as Goutte et al. (2009, 1) describe it, "a long history of ambitious

goals and unfulfilled promises". However, they point out how the recent surge in computers’

processing power has made MT more accessible and usable, while the ever-growing need for

content localisation due to globalisation and the internet has launched the demand for MT to

unprecedented heights. Subsequently, the field of MT research is stronger than ever, and is

constantly inventing novel ways to improve the machine translation paradigm. As a result of

this development, there are currently many different approaches to doing MT.

2.1. Approaches to machine translation

Translation is in itself a complex and multi-layered task, even for humans, so it is no surprise

that very different approaches to MT have been developed through the years. These include

rule based (transfer, interlingua, dictionary based), statistical, hybrid, example-based and,

most recently, neural MT. Given that it is the aim of this thesis to compare two of these

approaches - statistical and hybrid MT - it is essential to elaborate on them in more detail.

2.1.1. The rule-based paradigm

In order to understand the hybrid paradigm, one must understand both elements that comprise

it, and the rule-based machine translation paradigm makes one of them.

Often abbreviated as RBMT, or called the "Classical Approach" to MT, it is based on ex-

plicit linguistic information about source and target languages, which is essentially retrieved

from unilingual, bilingual or multilingual dictionaries, and grammars covering the main se-

mantic, morphological, and syntactic regularities of each language respectively. Given some
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input sentences (in a source language), an RBMT system generates output sentences (in a

target language) on the basis of morphological, syntactic, and semantic analysis of both the

source and the target languages involved in a concrete translation task (Okpor, 2014, 160).

In itself, this approach has many advantages, according to Okpor (2014, 161):

– No bilingual texts are required. This makes it possible to create translation systems

for languages that have no texts in common, or even no digitised data whatsoever.

– The approach is domain independent. Rules are usually written in a domain indepen-

dent manner, so the vast majority of rules will "just work" in every domain, and only

a few specific cases per domain may need rules written for them.

– In theory, RBMT is open to the possibility to use targeted rules to correct any error

that the system might produce, even if the trigger case is extremely rare. This is in

contrast to statistical systems, where their capabilities are limited to what they can

learn from the training data

– It offers total control. Because all rules are hand-written, one can easily debug a rule

based system to see exactly where a given error enters the system, and why.

– Once developed, they have high reusability value. Because RBMT systems are gener-

ally built from a strong source language analysis that is fed to a transfer step and target

language generator, the source language analysis and target language generation parts

can be shared between multiple translation systems, requiring only the transfer step

to be specialised. Additionally, source language analysis for one language can be

reused to bootstrap a closely related language analysis.

However, as pointed out by Okpor (2014, 161), this approach is not without shortcom-

ings:

– There is an insufficient amount of really good, comprehensive dictionaries, while

building new ones is expensive.

– RBMT systems require the manual development of linguistic rules, which can be

costly, and which often do not generalise to other languages.

– In bigger RBMT systems, it is hard to deal with idiomatic expressions, ambiguity, and

rule interactions (having many specific rules can negatively impact unrelated cases).

– The systems usually fail to adapt to new domains. Although RBMT systems do

provide a mechanism to create new rules and extend or adapt the lexicon, changes are

usually very costly and the results, frequently, do not pay off.

So generally, it can be said that RBMT systems are not too flexible, and their plateau,

though nonexistant in theory, is in practice relatively low, while development costs are high.

In practice, their best use nowadays is for MT between closely related languages, especially
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smaller languages that might be under-resourced. This is being done for many language

pairs, including Croatian and Serbian (Klubička et al., 2016), for which the open-source

Apertium platform (Forcada et al., 2010) has been utilised, as it enables free and open devel-

opment of RBMT systems. However, an Apertium system (or most RBMT systems for that

matter) would not be feasible for a more distant language pair, such as English and Croat-

ian, as the languages are simply too different. To address all the specificities of translating

between these languages, the RBMT system would have to be far more complex than what

Apertium can offer, while the number of rules and regularities that would need to be manu-

ally encoded is just too high to make the endeavour worthwhile. Thus, current trends indicate

that a statistical approach is preferable in such a case.

2.1.2. The statistical paradigm

Statistical machine translation, abbreviated as SMT, is a machine translation paradigm where

translations are generated on the basis of statistical models, the parameters of which are

derived from the analysis of bilingual text corpora.

The general setting of SMT, according to Goutte et al. (2009, 2), is to learn how to

translate from a large corpus of pairs of equivalent source and target sentences. This is

typically a machine learning framework: there is an input (the source sentence), an output

(the target sentence), and a model trying to produce the correct output for each given input.

This is done according to the probability distribution that a string in the target language is

the translation of a string in the source language.

The problem of modelling the probability distribution has been approached in a number

of ways - SMT models were initially word based (Models 1-5 from IBM Hidden Markov

model (Vogel et al., 1996) and Model 6 (Och and Ney, 2003)), but significant advances were

made with the introduction of phrase based models (Koehn et al., 2003). There has also been

work that incorporates syntax or quasi-syntactic structures (Chiang, 2005) into the model.

The baseline system evaluated in this thesis is a phrase-based statistical model, so fo-

cus will be directed towards this particular approach, which is also the currently dominant

approach in statistical MT. Similar to word-based models, its attractiveness comes from sep-

arating the task of finding the highest probability of translation into two subtasks. It creates a

translation model - the probability that the source string is the translation of the target string

- and a language model - the probability of seeing that target language string. Finding the

best translation is done by picking the one that gives the highest probability using log-linear

models1.
1Log-linear models are mathematical models that take the form of a function whose logarithm is a linear

combination of the parameters of the model. For more details refer to Christensen (2002), as well as

https://en.wikipedia.org/wiki/Log-linear_model
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In phrase-based translation, the aim is to reduce the restrictions of word-based transla-

tion by translating whole sequences of words, where the lengths may differ. The sequences

of words are called blocks or phrases, but typically do not consist of linguistic phrases, but

rather phrasemes found using statistical methods from corpora. It has been shown that re-

stricting the phrases to linguistic phrases (e.g. syntactic categories) decreases the quality of

translation (Chiang, 2005).

The most popular and widely-used implementation of PBMT is the Moses system (Koehn

et al., 2007), a complete out-of-the-box open-source translation system for academic re-

search. It consists of all the components needed to preprocess data, train language models

and translation models. It also contains tools for tuning these models and evaluating the

resulting translations using the BLEU score2.

The statistical approach is often presented in contrast with rule-based approaches, as

stated by Koehn (2010), and indeed, its benefits over the rule-based approach are quite nu-

merous:

– More efficient use of human and data resources

– There are many parallel corpora in machine-readable format and there is even more

monolingual data.

– Generally, SMT systems are not tailored to any specific pair of languages.

– More fluent translations owing to use of a language model

However, as the other approaches, it too has its shortcomings:

– Corpus creation can be costly, depending on availability and quality of data.

– Specific errors are difficult to predict and fix.

– Results may have superficial fluency that masks translation problems.

– Statistical machine translation usually works less well for language pairs with signif-

icantly different word order.

– The benefits obtained for translation between Western European languages are not

representative of results for other language pairs, owing to smaller training corpora

and greater grammatical differences.

So generally, one can say that given enough data, SMT works well enough for a native

speaker of one language to get the approximate meaning of what is written by the other

native speaker, but just like with RBMT, there is a plateau. The real difficulty is getting

enough data to either train a good enough general model, or obtain enough in-domain data

to focus on translating a specific domain. But it is still a question whether such systems

would be able to handle all the specificities of the languages in question; specificities that

2BLEU score explained in detail in Section 2.2

6



might be easier solved with a rule-based approach. Which prompts the question of the ever-

present cost-benefit tradeoff to rear its head - even though the large multilingual corpus of

data needed for statistical methods to work is not necessary for the grammar-based methods,

such grammar methods need a skilled linguist to put in a lot of time and work to carefully

design the grammar that they use.

This is where hybrid models come in, with the underlying idea of combining the best of

both worlds.

2.1.3. Hybrid models

As Goutte et al. (2009, 3) state, although the early SMT models essentially ignored linguis-

tic aspects, a number of efforts have attempted to reintroduce linguistic considerations into

either the translation models or the language models, which led to the development of hybrid

MT models.

Hybrid MT is a method of machine translation that is characterised by the use of multi-

ple machine translation approaches within a single machine translation system. The motiva-

tion for developing hybrid machine translation systems stems from the failure of any single

technique to achieve a satisfactory level of accuracy, and hybrid systems have indeed been

successful in improving the accuracy of the translations.

There are several approaches to hybridisation, as laid out by Hutchins (2007). There is

the multi-engine approach, which involves running multiple machine translation systems in

parallel, and then generating the final output by combining the output of all the sub-systems.

Most commonly, these systems use statistical and rule-based translation subsystems, but

according to Hutchins (2007, 14), other combinations have also been explored.

Then, there is statistical rule generation, an approach that involves using statistical data to

generate lexical and syntactic translation rules. The input is then processed with these rules

as if it were a rule-based translator. This approach attempts to avoid the difficult and time-

consuming task of creating a set of comprehensive, fine-grained linguistic rules by extracting

those rules from a training corpus (Hutchins, 2007, 14).

Another approach is the multi-pass approach, which involves serially processing the input

multiple times. The most common technique used in multi-pass machine translation systems

is to pre-process the input with a rule-based machine translation system. The output of the

rule-based pre-processor is passed to a statistical machine translation system, which produces

the final output (Hovy, 1996).

But other than these, there are ways to more tightly integrate explicit linguistic informa-

tion into the translation model. One such way calls upon factored models, and this is the

approach used by the other system evaluated in this thesis.

Koehn and Hoang (2007) introduced factored translation models, which are an extension

7



of phrase-based models, where source words are enriched with linguistic annotation (e.g.,

lemmas, parts of speech, morphological tags). Separate distributions then model translation

from source lemmas to target lemmas, and from source parts of speech and morphology

to their target equivalent. A deterministic morphological generator, finally, combines tar-

get lemmas and morphological information to reconstruct target surface forms (i.e., actual

words). This is illustrated in Figure 2.1.

Figure 2.1: Graphic representation of the factored model

Such an approach is of great assistance when translating from English into other lan-

guages, as this task requires solving problems that are negligible the other way around.

Goutte et al. go on to elaborate that morphology, for instance, is very simple in English

compared to most other languages, where verbs can have tens of alternative forms according

to mood, tense, etc.; nouns can have different forms for nominative, accusative, dative, and

so on. Dictionaries for such languages tend to be much larger (empirical linguists speak of

a lower token/type ratio), and reliable statistics are harder to gather. Moreover, when trans-

lating from a morphologically poor language (e.g., English) into a morphologically rich one

(e.g., Croatian), purely word- or phrase-based models can have a hard time, since generat-

ing the appropriate morphology might require rather sophisticated forms of analysis on the

source, and n-gram-based language models can only go so far. Meanwhile, factored models

help in this regard, as they do not only transfer surface forms, but take with them any kind

of additional annotations.

When it comes to implementations of the model, Moses offers the option to use factored

models, which makes it freely available to use and do research with3.

3Installation and usage guidelines, as well as the graph presented in Figure 2.1, can be found on the follow-

ing link: http://www.statmt.org/moses/?n=Moses.FactoredModels
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2.2. Machine Translation Evaluation

Regardless of the approach, one must be able to judge the quality of the output a translation

system produces.

There is a myriad of ways to perform it, and as Goutte et al. (2009, 3) say, entire books

have been devoted to discussing what makes a translation a good translation, while "relevant

factors [for evaluation] range from whether translation should convey emotion as well as

meaning, to more down-to-earth questions like the intended use of the translation itself."

They go on to say that, if one were to restrict one’s attention to machine translation,

"there are at least three different tasks which require a quantitative measure of quality:

1. assessing whether the output of an MT system can be useful for a specific application

(absolute evaluation)

2. (a) comparing systems with one another, or similarly (b) assessing the impact of

changes inside a system (relative evaluation)

3. in the case of systems based on learning, providing a loss function to guide parameter

tuning"

Goutte et al. give an overview of different evaluation methods in their book, saying that

MT evaluation has almost become a field of study in and of itself (this being reflected in the

many ways one can perform it), but thus far no single method can really be crowned as the

best. A relevant paper on this topic by Han and Wong (2016) offers an extensive overview

of the current state-of-the-art methods.

Evaluation methods can essentially be divided into two groups: automatic and manual

(human) evaluation (Han and Wong, 2016, 1). Depending on the task, it can be more or

less useful or practical to require human intervention in the evaluation process. As Goutte

et al. (2009, 3) point out, "on one hand, humans can rely on extensive language and world

knowledge, and their judgment of quality tends to be more accurate than any automatic

measure. On the other hand, human judgments tend to be highly subjective, and have been

shown to vary considerably between different judges, and even between different evaluations

produced by the same judge at different times."

Whatever one’s position is concerning the relative merits of human and automatic mea-

sures, there are often contexts where requiring human evaluation is simply impractical be-

cause it is either too expensive or time-consuming. In such contexts fully automatic measures

are necessary.
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2.2.1. Automatic evaluation

A good automatic measure should above all correlate well with the quality of a translation as

it is perceived by human readers. The ranking of different systems given by such a measure

(on a given sample from a given distribution) can then be reliably used as a proxy for the

ranking humans would produce.

In many cases new measures are justified in terms of correlation with human judgment.

Many of the measures that will be briefly described below can reach Pearson correlation

coefficients4 in the 90% region on the task of ranking systems using only a few hundred

translated sentences.

For this reason most automatic measures actually evaluate something different, some-

times called human likeness. For each source sentence in a test set, a reference translation

produced by a human is made available, and the measure assesses how similar the transla-

tion proposed by a system is to the reference translation. Ideally, one would like to measure

how similar the meaning of the proposed translation is to the meaning of the reference trans-

lation: an ideal measure should be invariant with respect to sentence transformations that

leave meaning unchanged (paraphrases). One source sentence can have many perfectly valid

translations. However, most measures compare sentences based on superficial features which

can be extracted very reliably, such as the presence or absence of n-grams in the references

compared to the proposed translation. As a consequence, these measures are far from being

invariant with respect to paraphrasing. In order to compensate for this problem, at least in

part, most measures allow considering more than one reference translation. This has the ef-

fect of improving the correlation with human judgment, although it imposes on the evaluator

the additional burden of providing multiple reference translations.

Some of the most popular and widespread automatic evaluation metrics are based on

the Levenshtein distance metric (Levenshtein, 1966). This is a string metric for measuring

the difference between two sequences. Informally, the Levenshtein distance between two

words is the minimum number of single-character edits (insertions, deletions or substitu-

tions) required to change one word into the other, It may sometimes also be referred to as

edit distance.

The following list explains some of the more popular metrics used today.

– Word error rate (WER) (Niessen et al., 2000) is the sum of insertions, deletions,

and substitutions normalised by the length of the reference sentence. A slight variant

4The Pearson Correlation coefficient measures the strength and direction of linear relationships between

pairs of continuous variables. By extension, the Pearson Correlation evaluates whether there is statistical

evidence for a linear relationship among the same pairs of variables in the population. For more details, refer

to: https://en.wikipedia.org/wiki/Pearson_correlation_coefficient

and http://libguides.library.kent.edu/SPSS/PearsonCorr
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(WERg) normalises this value by the length of the Levenshtein path, i.e., the sum

of insertions, deletions, substitutions, and matches: this ensures that the measure

is between zero (when the produced sentence is identical to the reference) and one

(when the candidate must be entirely deleted, and all words in the reference must be

inserted).

– Position-independent word error rate (PER) (Tillmann et al., 1997) is a variant

that does not take into account the relative position of words: it simply computes the

size of the intersection of the bags of words of the candidate and the reference, seen

as multi-sets, and normalises it by the size of the bag of words of the reference.

– Translation edit rate (TER) (Snover et al., 2006) is another variant which, Similar

to WER, counts the minimal number of insertions, deletions, and substitutions, but

unlike WER it introduces a further unit-cost operation, called a “shift,” which moves

a whole substring from one place to another in the sentence.

– Bilingual evaluation understudy (BLEU) (Papineni et al., 2002) differs from the

previous measures, insomuch that it does not compute edit distance between the can-

didate translation and the reference, but is based on n-grams. More specifically, it is

based on clipped n-gram precision, i.e., the fraction of n-grams in a set of translated

sentences that can be found in the respective references. The BLEU score is expressed

as the geometric mean of clipped n-gram precisions for different n-gram lengths (usu-

ally from one to four), multiplied by a factor (brevity penalty) that penalises produc-

ing short sentences containing only highly reliable portions of the translation.

– National Institute of Standards and Technology measure (NIST) (Doddington,

2002) is very similar to BLEU - it is the arithmetic mean of clipped n-gram preci-

sions for different n-gram lengths, also multiplied by a (different) brevity penalty.

Additionally, when computing the NIST score, n-grams are weighted according to

their frequency, so that less frequent (and thus more informative) n-grams are given

more weight.

There are many other approaches, according to Goutte et al. (2009, 7-8) such as the

general text matcher (GTM) measure (Melamed et al., 2003), the ROUGE-L and ROUGE-

W methods (Lin, 2004), the BLANC (Lita et al., 2005) and METEOR (Banerjee and Lavie,

2005) measures, which are all focused on recall. Then there are measures that use syntax,

proposed by Liu and Gildea (2005) and Giménez and Màrquez (2007), and meta-measures

like ORANGE (Lin and Och, 2004) and IQMT (Giménez and Amigó, 2006), which combine

and evaluate existing measures to obtain more reliable scores.

However, going into all of them in more detail would be beyond the scope of this thesis.

At this point it is more beneficial to move the discussion towards manual evaluation methods.
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2.2.2. Human evaluation

Even when it comes to human evaluation, the task of judging whether a translation is ’good’

or ’correct’ is a difficult one. As already stated, agreement between judges is often very low.

This is related to the fact that there is always more than one acceptable translation, in com-

bination with the high subjectivity of evaluators, who often even disagree with themselves,

given some amount of time.

Having clearly defined definitions of what constitutes an acceptable translation, and a

robust framework to allow for the least amount of ambiguity, can somewhat help remedy the

problem.

An overview of methods is laid out by Han and Wong (2016), who divide the approaches

into traditional and advanced ones.

Traditional human assessment:

– Defining the concepts of Intelligibility and Fidelity (Carroll, 1996) and using them

to evaluate MT was one of the earliest human assessment methods. The requirement

that a translation be intelligible means that a translation should, as much as possible,

read like normal, well-edited prose and be readily understandable in the same way

that such a sentence would be understandable if originally composed in the trans-

lation language. The requirement that a translation is of high fidelity or accuracy

requires that the translation should, as little as possible, twist, distort, or controvert

the meaning intended by the original.

– Church and Hovy (1993) propose that evaluators look at three aspects: Fluency, Ad-
equacy and Comprehension. Adequacy scores are assigned by the evaluator, who

looks fragments in the translation (a fragment is defined as being delimited by syn-

tactic constituents and containing sufficient information), and judges their adequacy

on a scale from 1-to-5. The adequacy score is computed by averaging the judgments

over all of the decisions in the translation set.

The fluency evaluation determines whether the sentence is well-formed and fluent in

context, and is compiled in the same manner as for adequacy, except that the evaluator

makes intuitive judgments on a sentence by sentence basis for each translation. The

evaluators are asked to determine whether the translation is "good English" without

being provided a reference translation.

Comprehension can also be called “Informativeness”, its objective being to measure

a system’s ability to produce a translation that conveys all the necessary information

from the source (based on the reference set of expert translations).

– There is further development in the traditional assessment domain, and most is based

on redefining and refining the notions of fluency, accuracy and adequacy. For ex-
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ample, Bangalore et al. (2000) conduct research in which they define several kinds

of accuracy, including simple string accuracy, generation string accuracy, and two

corresponding tree-based accuracies.

Meanwhile, Specia et al. (2011) conduct a study of MT adequacy and assign to it 4

scores, ranging from highly adequate (the translation faithfully conveys the content

of the input sentence), through fairly adequate (the translation generally conveys the

meaning of the input sentence, with word order or tense/voice/number issues and

untranslated words), poorly adequate (the content of the input sentence is not ad-

equately conveyed by the translation) to completely inadequate (the content of the

input sentence is not conveyed at all by the translation).

Additionally, the “Linguistics Data Consortium” (LDC) developed two five-points

scales representing fluency and adequacy, where adequacy indicates how much of

the meaning expressed in the reference translation is also expressed in a hypothe-

sis translation; whereas fluency indicators involve both grammatical correctness and

idiomatic word choices. Sccording to Han and Wong (2016), this has become the

widely used methodology when manually evaluating MT.

However, there are more approaches to evaluating MT systems and their outputs, beyond

specifying categories such as adequacy, fluency, etc. Han and Wong (2016) cite these as

advanced human assessment methods:

– Task-oriented approaches measure MT systems in light of the tasks for which their

output might be used. For example, Voss and Tate (2006) introduce the task-based

MT output evaluation by extracting who/when/where type elements from transla-

tions. They later extend this work into event understanding. Nießen et al. (2000),

on the other hand, developed a task-oriented evaluation methodology for translation

from Japanese to English, seeking to associate the output used in the evaluation with

a scale of language-dependent tasks, such as scanning, sorting, and topic identifica-

tion. They develop an MT proficiency metric with a corpus of multiple variants which

are usable as a set of controlled samples for user judgments. The principal steps in-

clude identifying the user-performed text-handling tasks, discovering the order of

text-handling task tolerance, analysing the linguistic and non-linguistic translation

problems in the corpus used in determining task tolerance, and developing a set of

source language patterns which correspond to diagnostic target phenomena.

– King et al. (2003) add some extended criteria to a large range of manual evaluation

methods for MT systems themselves, not just their output. So in addition to accuracy,

they include suitability (to the particular context in which the system is to be used),

interoperability, reliability, usability, efficiency, maintainability and portability.
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– Utilising post-editing can also be a way of evaluating translation quality. By com-

paring translations from scratch and the post-edited result of an automatic translation,

one can evaluate a system’s performance. However, this type of evaluation is quite

time consuming and very reliant on the skills of the translator/posteditor. An inter-

esting example of a metric that is designed in such a manner is the human-targeted

translation edit rate (HTER) (Snover et al., 2006), based on the number of editing

steps between an automatic translation and a reference translation. While WER and

TER only consider a pre-defined set of references, and compare candidates to them,

in computing HTER a human is instructed to perform the minimal number of oper-

ations to turn the candidate translation into a grammatical and fluent sentence that

conveys the same meaning as the references. HTER is then defined as the number of

editing steps divided by the number of words in the acceptable translation.

– Segment ranking is a way of manual evaluation without explicitly assigning values

to a system’s output, but rather performing a relative comparison of several systems.

Judges are asked to provide a complete ranking over all the candidate translations

of the same source segment (Callison-Burch et al., 2011, 2012). For example, five

systems can be randomly selected for the judges to rank. Each time, the source

segment and the reference translation are presented to the judges together with the

candidate translations of five systems. The judges will rank the systems from 1 to

5, allowing for tied scores. The collected pairwise rankings can be used to assign a

score to each participated system to reflect the quality of the automatic translations.

Another, more linguistically inclined approach to manual MT evaluation that Han and

Wong do not go into, consists of assessing the quality of an MT system by performing error

analysis to analyse the linguistic quality of the output texts. According to Spillner (1991,

abstract), erros are information, so it is no surprise that in the fields of second language

learning, speech-language pathology, and even sociolinguistics, error analysis is deemed to

be an essential methodological tool for tasks such as diagnosis and evaluation of the language

acquisition process, investigation of the language of speakers with and without language

disorders, and the study of native speaker reactions to errors made by non-native speakers

(Bussmann et al., 2006, 378). By analogy, error analysis also plays an important role in

the task of both human and machine translation - if, for example, an error can show that a

language learner does not understand a grammatical rule, such as subject-verb agreement,

then it can say the same thing about the output of an MT system. This is the reasoning

that underpins the utilisation of the error analysis approach in the research leading up to this

thesis. The details of the approach used in the thesis will be elaborated on in Section 4.1.
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3. Experimental setup

This section describes the MT systems and the datasets used in the experiments. In short,

two systems have been developed - a classic PBMT system, and a factored PBMT system.

Both systems were trained on the same parallel data, hence only the underlying architecture

can affect the output, and not the training data.

3.1. Data

A set of publicly available English–Croatian parallel corpora was considered for use as train-

ing data. It was comprised of the DGT Translation Memory1, HrEnWaC2, JRC Acquis3,

OpenSubtitles 20134, SETIMES5 and TED talks6. All these corpora were concatenated and

had cross-entropy based data selection performed on them7.

Once the data was ranked, the highest ranked 25% sentence pairs were kept inside the

corpus. As a result, the training corpus contains 4,786,516 sentences.

In addition, training a PBMT system also requires monolingual data for language mod-

elling. To this end, the target side of the aforementioned parallel corpora was concatenated

with hrWaC, the Croatian web corpus (Ljubešić and Klubička, 2014).

A development set was constructed from the first 1,000 sentences of the English test

set used at the WMT12 news translation task8, translated by a professional translator into

Croatian. Similarly, the test set consists of the first 1,000 sentences of the English test set

of the WMT13 translation task9, which was again manually translated into Croatian. The

properties of the test set are elaborated on in Section 3.3.

1https://ec.europa.eu/jrc/en/language-technologies/dgt
2https://www.clarin.si/repository/xmlui/handle/11356/1058
3http://tinyurl.com/CroatianAcquis
4http://opus.lingfil.uu.se/OpenSubtitles2013.php
5http://nlp.ffzg.hr/resources/corpora/setimes/
6http://opus.lingfil.uu.se/TedTalks.php
7This means that the language model training data was selected by training an in-domain language model

and then using it to score text segments from out-of-domain data sources, selecting segments based on a score

cutoff. For more details, refer to (Moore and Lewis, 2010).
8http://www.statmt.org/wmt12/translation-task.html
9http://www.statmt.org/wmt13/translation-task.html
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3.2. MT systems

A PBMT and a factored PBMT system were trained on the data described in Section 3.1.

The PBMT system was built with Moses v3.010. In addition to the default models, hierar-

chical reordering (Galley and Manning, 2008), an operation sequence model (Durrani et al.,

2011) and a bilingual neural language model (Devlin et al., 2014) were employed. Pirinen

et al. (2015) provide a detailed description of this system in the third project deliverable, but

most of its relevant components have been mentioned or described throughout this thesis.

The factored PBMT system, is described in detail by Sánchez-Cartagena et al. (2016).

As explained in Subsection 2.1.3, factored models can break down the translation of words

in the translation of different factors (surface forms, lemmas, lexical categories, morphosyn-

tactic information, etc.). Among the different ways these factors can be combined, Sánchez-

Cartagena et al.’s model produces a surface form factor and a morphosyntactic description

(MSD) factor for each word in the output, and uses two different language models, one op-

erating on surface forms and another one on MSDs. Skadiņš et al. (2010) report that this

setup is effective (and efficient in terms of decoding time) when the target language is highly

inflected but the source language is not, since it helps the decoder to produce grammati-

cally correct phrases that have not been observed in the training corpus. When building the

factored PBMT system, two aspects were considered :

– Order of the MSD language model. The order of surface-form based language models

is usually set to 5. As the number of different MSDs is several orders of magnitude

lower than the number of different surface forms, a greater order can also be consid-

ered.

– Corpora tagging algorithm. In order to obtain the MSD factor of the target language

side of the parallel corpus and the target language monolingual corpus, a part-of-

speech (PoS) tagger is needed. For these purposes, the state of the art CRF PoS

tagger for Croatian (Ljubešić et al., 2016) was used, which achieves an accuracy of

92.5%.

3.3. The test set

The test used in this evaluation is an asset developed quite early in the Abu-MaTran project,

and consists of 1000 sentences that were manually translated by the author of this thesis.

The sentences were taken from a test set published within the WMT13 workshop, which

consisted of article text extracted from various online news publications. It is available in

a number of European languages but not Croatian. Thus, part of the data (48 articles) was

10https://github.com/moses-smt/mosesdecoder/tree/RELEASE-3.0
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translated into Croatian for the purpose of experiments and evaluation of systems built within

the Abu-MaTran project.

Not much metadata about this test set has been published by the workshop organisers.

However, a detailed look at its content reveals that the articles comprising the corpus indeed

belong exclusively to the news domain, but the topic coverage is relatively wide, ranging

from political across economical and medical to scientific.

The categories detected in the dataset are, in descending order, politics, culture, science,

lifestyle, economy, health, technology and sports, as well as an "other" category for unspe-

cific news articles (the two were loosely about religious tourism and icy roads during winter,

respectively). It should also be noted that 4 of the articles are in fact interviews (1 of each

belonging to politics, culture, lifestyle and sports). A detailed visualisation of the data is pre-

sented in Figure 3.1, and from the graph it is obvious that politics is a topic that dominates

the discourse, comprising ~35% of the texts.

Figure 3.1: The distributions of topics across the test set

It is important to consider this aspect of the dataset, because even though the training

data was of mixed origins and could be considered general-domain data, the test data be-

longs exclusively to the news-domain, and is dominated by a specific topic. This can have

implications for the output, as the register and topics are highly specialised. Certainly, in

order to make a definitive claim about the existence of domain bias, additional experiments

are needed that tackle this particular question. Even so, it is quite possible that the results of

the evaluation might be significantly different if the systems were presented with a different
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test set, one coming from either a different domain, or containing a mix of domains (similar

to what is found in the training data).

3.4. Automatic evaluation

As is common practice, the MT systems were evaluated automatically, in order to easily

obtain an idea of their performance. Evaluation was done using the BLEU and TER metrics,

as described in Section ??. The scores obtained from this evaluation are presented in Table

3.1.

System BLEU TER
PBMT 0.2544 0.6081

Factored PBMT 0.2700 0.5963

Table 3.1: Automatic evaluation (BLEU and TER scores) of the two MT systems.

As the table suggests, the factored PBMT model leads to a substantial improvement

upon pure PBMT, resulting in a 6% relative increase in terms of BLEU score, with a similar

trend in TER score improvement (a higher BLEU score means implies a better performance,

whereas TER indicates improved performance via a lower score).
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4. Error Annotation

This chapter describes the motivation for conducting manual error analysis, describes the

framework and overall annotation process, and presents the results.

The fact that Croatian is a synthetic language, and English is analytic, gives rise to spe-

cific translation issues between these two languages. Croatian is rich in inflection, has a

rather free word order and other similar phenomena that English does not. For example,

grammatical categories that do not exist in English, like gender or case, may be particularly

hard to generate reliably in a Croatian translation. The factored PBMT system was built with

the goal to directly address such issues, specifically agreement issues.

Indeed, as shown in Section 3.4, automatic evaluation shows significant improvement for

the factored system over the PBMT system. However, as is the nature of automatic metrics,

the automatic scoring methods do not indicate whether any of the linguistic problems men-

tioned earlier have been addressed by the systems. The question of whether the linguistic

quality, or rather, grammaticality of the output is improved is not answered by automatic

evaluation. Are cases and gender handled better? Is there better agreement? Is the fluency

of the translation higher?

In order to provide answers to these research questions, a thorough comparison of the two

systems is necessary. This can be done by systematically analysing their outputs via manual

error analysis. In this way one can obtain a more complete picture of what is happening

in the translation, while still quantifying the results. This, in turn, can provide pointers on

where to act to obtain further improvements in the future.

4.1. Multidimensional Quality Metrics

After considering different ways of performing this task, using an established framework

for error annotation seemed like a good approach. A suitable candidate for this was the

Multidimensional Quality Metrics (MQM) framework, developed within the QTLaunchpad

project1. This is a framework for describing and defining custom translation quality metrics.

It provides a flexible vocabulary of quality issue types and a mechanism for applying them

1http://www.qt21.eu/mqm-definition/definition-2015-06-16.html
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to generate quality scores. It does not impose a single metric for all uses, but rather provides

a comprehensive catalog of quality issue types, with standardised names and definitions, that

can be used to describe particular metrics for specific tasks.

The main reason the MQM framework was chosen for this task was the flexibility of the

issue types and their granularity — it provides a reliable methodology for quality assessment,

that still allows for the picking and choosing of specific error tags to use.

4.2. The tagset

The MQM guidelines propose a great variety of tags on several annotation layers2. However,

the full tagset, which is provided in the appendix of this thesis, is too comprehensive to

be viable for any annotation task, so the process begins with choosing the tags to use in

accordance to the research question. It is good practice to start off with the core tagset, a

default set of evaluation metrics (i.e. error categories) proposed by the MQM guidelines, as

seen in Figure 4.1.

Figure 4.1: Visual representation of the core error categories proposed by the MQM guidelines

However, given the morphological complexity of Croatian and the level at which inter-

ventions have been made in the factored system, one can argue that these core categories are

not detailed enough, or rather, do not allow for an analysis of the specific phenomena that

could be of interest. Some such categories, like specific Agreement types, are not present

in the core tagset, while some errors, like Typography, are outside the scope of what this

research is examining. So a modified set of tags was created by rearranging the hierarchy,

adding new tags and removing ones that are of little consequence. This new tagset can tenta-

tively be called the Slavic Tagset, as this expansion allows for identification of grammatical

errors which are commonly shared by Slavic languages, but are omitted from the core tagset.

This tagset is outlined in Figure 4.2.

2The full taxonomy of error tags can be found on the following URL:

http://www.qt21.eu/mqm-definition/issues-list-2015-12-30.html
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Figure 4.2: The Slavic tagset, a modified version of the MQM core tagset

As can be seen from the graphic, there is a hierarchy in place, a sort of error taxonomy.

Errors are divided into two main groups, or levels - Accuracy and Fluency. As stated in the

MQM usage guidelines3, Accuracy addresses the extent to which the target text accurately

renders the meaning of the source text. For example, if a translated text tells the user to push

a button when the source tells the user not to push it, there is an accuracy issue. Fluency,

on the other hand, relates to the monolingual qualities of the source or target text, relative

to agreed-upon specifications, but independent of relationship between source and target. In

other words, fluency issues can be assessed without regard to whether the text is a translation

or not. For example, a spelling error or a problem with register remain issues regardless of

whether the text is translated.

It has to be said that at first look this distinction might seem obvious and clear-cut, but

in practice it is anything but. Very often examples can seem like they belong into either

category, so it is up to the annotators’ judgement to decide which level is a better fit, and then

being consistent in following through on the decisions made regarding dubious examples.

Each of the top nodes in the taxonomy has numerous child-nodes and branches. As such,

Accuracy branches out out into errors of Mistranslation, Omission, Addition and Untrans-

lated.

The Mistranslation category describes issues that arise when the content on the target

side of the translation does not accurately represent the content on the source side. This

is one such error type that might cause trouble for annotators, as it can seemingly overlap

with the Fluency branch: According to the guidelines, only one error should be tagged, and

Accuracy trumps Fluency if the required information is present in the source text.

3http://www.qt21.eu/downloads/MQM-usage-guidelines.pdf
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Source: For example, websites provide...

Correct: Na primjer, internetske stranice pružaju...

Translation: Na primjer, internetska stranica pružaju...

Table 4.1: Example of a grammatical Mistranslation error.

An example of this is shown in Table 4.1, where the only actual error is the translation

of ’website’ in the singular rather than the plural, which is explicitly encoded via the -s

morpheme in the source text. However, this error then causes a subject-verb agreement error,

where the translated subject is singular, but the verb has been correctly translated in plural.

This example should, according to the guidelines, be classified only as Mistranslation, even

though it also shows problems with agreement. If the subject had been translated properly

(as the plural), the subject-verb agreement problem would be resolved, so in this case only

’internetsku stranicu’ should be tagged as a Mistranslation.

As for the other, less ambiguous nodes in the Accuracy branch, there is:

– Omission, to be used when content is missing from the translation that is present in

the source. It should be reserved for those cases where content present in the source

and essential to its meaning is not found in the target text.

– Addition, where the target text includes text not present in the source.

– Untranslated, to be tagged when there is content that should have been translated,

but has not been. It should be noted that, if a term is passed through untranslated, it

should be classified as Untranslated rather than as Mistranslation.

On the other side, the Fluency branch has many more nodes and sub-branches, a total of

4 different levels.

At the first level, it branches into Spelling, Register, Unintelligible and Grammar.

– Spelling is to be used if there are issues related to spelling of words, including cap-

italisation. When it comes to PBMT, such errors most often crop up due to noisy

data.

– Register was not present in the core tagset, but can be found in the extended set. It

was included in the Slavic tagset because preliminary insights into the data showed

a potential usefulness for annotating a breach of standardness, which has indeed

cropped up a couple of times the systems’ outputs. It does not happen often, but

sometimes a synonym for a word can be used, one that is a correct translation in a

very general sense, but is actually sub-standard and would not normally be found in

that sentence or that particular context. E.g. She was the first woman in space. > Bila

je prva ženska u svemiru.
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– Unintelligible indicates a major breakdown in fluency. This category should be used

sparingly, for cases where further analysis is too uncertain to be useful. If an issue is

categorised as Unintelligible, no further categorisation is required. Unintelligible can

refer to texts where a significant number of issues combine to create a text for which

no further determination of error type can be made or where the relationship of target

to source is entirely unclear. For example:

Source: ... he is doomed to come across unconscientious people, who, pretending

to help, will force upon him a "ticket" to terrible, cramped barracks...

Correct: ... sud̄en mu je susret s nesavjesnim ljudima koji će mu, praveći se

da pomažu, dati "kartu" za grozne, pretrpane barake...

Translation: ... on je osud̄en na to da nesavjesni ljudi, koji, pretvarajući se

da pomažu, natjerat će ga na "kartu" užasna, skučenim vojarni...

Table 4.2: Example of an Unintelligible error.

– Grammar errors denote issues related to the grammar or syntax of the text, other

than spelling and orthography. Given that this is a parent branch, it ought to be used

only if none of its subtypes accurately describe the issue.

Considering that grammaticality of translations is in the focus of this research, it is quite

useful that Grammar is branched out further, as already proposed by the core tagset, to the

second level.

– Function words is a tag that signifies when linguistic function words such as prepo-

sitions, particles, and pronouns are used incorrectly. It branches into three additional

specific nodes.

– Word order tag denotes text where the word order is incorrect.

– Word form tags should be used when the wrong form of a word is used. Subtypes

should be used when possible.

Both Word form and Function words have their own children at the third level of the

hierarchy. When it comes to Function words, the selection is simple:

– Incorrect indicated when an incorrect function word is used.

– Extraneous indicates whether an unneeded function word is present.

– Missing indicates when a needed function word is missing

By comparison, the Word form family is rather more complex at the third level:

– Tense/aspect/mood refers to inappropriate use of verbal forms.
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– Part of speech, an error that occurs when a word is the wrong part of speech. Though

it does not appear often in translations to Croatian, the tag was still included for com-

pleteness. An English example would be: "Read these instructions careful" instead

of "Read these instructions carefully."

– Agreement error in the core set covers issues where two or more words do not agree

with respect to grammatical features such as case. Given that the Slavic tagset in-

cludes these categories as children, the parent Agreement tag is used when one phrase

has more than one Agreement error (this is elaborated on in Section 4.4).

As explained in Subsection 2.1.3, factored models take grammatical categories such as

number, gender, case and person with them into translation. In order to accurately analyse the

impact of such a transfer, it was necessary to add these categories to the taxonomy, which

allows for more fine-grained linguistic insight. Thus, the following Agreement categories

were added as children to the lowest level of the hierarchy:

– Number indicates disagreement in number (e.g. "Čovjek hodaju").

– Gender indicates disagreement in gender (e.g. "crveni mačka").

– Case indicates disagreement in case (e.g. "pored stolicu")

– Person indicates disagreement in person (e.g. "Oni smo gledali")

Once the taxonomy is defined, it is hardcoded as a simple XML file that indicates all

the levels and relationships in the hierarchy. This file, together with the test data, is then

uploaded to the MQM annotation tool and the annotation can begin.

4.3. The translate5 tool

Translate54 was used in order to carry out the annotations. It is a web-based tool that imple-

ments annotations of MT outputs using hierarchical taxonomies, as is the case of MQM.

Translate5 has a fairly intuitive interface. The data is presented in a table where each

row represents a sentence, and each column a version of that sentence - source, reference,

translation 1, translation 2. All these elements are flexible and malleable - there need not be

a reference translation, one could evaluate only 1 MT system, or even a text that is not even

MT-related. A screenshot of the whole interface can be found on the following page.

4http://www.translate5.net/
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Translate5 enables annotation of text in the form of spans i.e. every annotation has a

beginning and an ending in the text. This is done by simply selecting the desired text span

with the cursor and then selecting the appropriate annotation from the drop-down menu.

Figure 4.3: The drop-down menu that presents a choice of tags from the error hierarchy

Even though translate5 does what it is intended to do, it has a number of bugs that require

some attention, as well as a lack of some features that one might expect from such a tool.

Most notably, the system offers no tools that allow for any sort of statistical analysis of the

annotated data, except for a raw error count per dataset. Some more detailed and informative

automatic analysis and the ability to compare the performance of different annotators on the

same dataset would be quite welcome.

4.4. Annotation setup

Two annotators, who both had prior experience with MQM as well as the same background

(an MA in English linguistics and information science), were familiarised with the MQM

framework and the translate5 system. They were presented with both systems’ outputs at

the same time, given a choice in which order to annotate, but did not know which outputs

belonged to which system, effectively performing blind annotation. Annotation was per-

formed in accordance to the official MQM annotation guidelines, which offer detailed and

unambiguous instructions for annotation within the MQM framework, and even provide a

flowchart/decision tree to help the annotation process. This chart is presented on the follow-

ing page.
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However, some additional instructions and clarifications on how to annotate cases spe-

cific to the new tag set were needed. The following decisions were made regarding specific

cases that do not appear in the official MQM guidelines:

– If something has been omitted in the translation, annotate the empty space between

the tokens where the omitted text would be found had it not been omitted.

– If there is an agreement error within a noun phrase, include the whole affected phrase

in the span of the annotation.

– If, however, there is sentence agreement (e.g. between a noun and a verb), mark as

the span the whole subject and verb. In practice, this means that one error tag will

span tokens that do not necessarily have an agreement error attached to them. On the

other hand, there will not be any superfluous Agreement annotations overall. (This

discrepancy is accounted for in the downstream.)

– However, if several or all grammatical categories (gender, case, number) are causing

an agreement error, then tag this as a blanket Agreement error, so as to avoid tagging

the same word/phrase multiple times.

The data that was thus annotated consists of 100 random sentences collected from the test

set introduced in Section 3.3. These sentences were translated by both MT systems, and were

then annotated by both annotators (i.e. each system translated the same 100 sentences, each

annotator annotated the 200 translated sentences, making a total of 400 annotated sentences.)

The annotators were presented with the source text, a reference translation and both

unannotated MT outputs at the same time. Once the sentences were annotated, the annotation

data was extracted and inter-annotator agreement was calculated, the output was analysed to

see what the number of error tags can say about the performance of each system.

4.5. Inter-Annotator Agreement

Though carefully thought out and developed, the MQM metrics, and more broadly MT eval-

uation in general, are notorious for resulting in low inter-annotator agreement scores. This

is attested by the body of work that has addressed this issue, most notably Lommel et al.

(2014), who worked specifically on MQM, and Callison-Burch et al. (2007), who investi-

gated several tasks. This is why it is important to also check to what extent the annotators

agree on the task at hand and whether this is consistent with other work done with MQM so

far.

Once the data was annotated, observed agreement was approximated on the level of

sentence, and inter-annotator agreement was calculated using the Cohen’s Kappa (κ) metric
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(Cohen, 1960), which does not only take into account the observed agreement (Pr(a)), but

also accounts for chance agreement (Pr(e)), as seen in equation 4.1.

κ =
Pr(a)− Pr(e)

1− Pr(e)
(4.1)

Agreement was calculated on the annotations of every system separately, as well as on a

concatenation of annotations, in order to both see whether there are differences in agreement

across systems, as well as to get an idea of overall agreement between annotators. Addition-

ally, Cohen’s κ was also calculated for every error type separately. Detailed results can be

found in Table 4.3 and Appendix B.

Error type PBMT Factored Concatenated
Accuracy

Mistranslation 0.51 0.48 0.50

Omission 0.34 0.39 0.36

Addition 0.50 0.54 0.52

Untranslated 0.86 0.86 0.86
Fluency

Unintelligible 0.39 0.32 0.35

Register 0.37 0.20 0.29

Word order 0.56 0.33 0.46

Function words

Extraneous 0.56 0.32 0.44

Incorrect 0.37 0.18 0.27

Missing 0.00 0.49 0.40

Tense/aspect/mood 0.44 0.36 0.40

Agreement 0.24 0.41 0.32

Number 0.53 0.55 0.54

Gender 0.46 0.59 0.53

Case 0.53 0.49 0.53

All errors 0.56 0.49 0.53

Table 4.3: Inter-annotator agreement (Cohen’s κ values) for the MQM evaluation task. The highest

scores for any individual system as well as the overall score are shown in bold.

Generally, the table shows that the annotators agree better on evaluations of the PBMT

system than on the factored system, and that the overall agreement scores are relatively

low, the average total κ being approximately 0.53. Furthermore, the κ scores are relatively

29



consistent across all error types, mostly ranging between 0.35 and 0.55. According to Cohen,

such figures constitute moderate agreement.

There is one obvious outlier, however — the Untranslated category. Agreement on this

error is extremely high when compared to other error types. This does make sense, as un-

translated text is quite an unambiguous and easily detectable phenomenon, so high agreement

among annotators would be expected.

The fact that the average agreement scores fall under the ’moderate agreement’ category

is also expected, given the complexity of both the problem and the annotation schema. How-

ever, these scores are in fact much higher than what has been reported in similar work, most

notably by Lommel et al. (2014), who achieve far lower MQM annotation κ scores, ranging

between 0.25 and 0.34. Though the relatively high scores obtained on this task can certainly

be called a success, the comparison with Lommel et al. should be taken with a grain of salt,

as these calculations are just an approximation compared to theirs. Lommel et al.’s setup was

considerably different - they calculated agreement on the token level, while here it was done

at the sentence level.

The calculations are approached differently here in order to attempt to account for some

of the problems that come with span-level annotation. As Lommel et al. (2014, 4) point out, a

"fundamental issue that the QTLaunchPad annotation encountered was disagreement about

the precise scope of errors". In other words, though annotators can agree that a sentence

contains the same issue, they might disagree on the span that the issue covers. An example

is shown in Table 4.4 (annotations marked in bold).

Source: Trakhtenberg was the presenter of many programs before Hali-Gali times.

Annotator_1: Bio je voditelj Trakhtenberg brojnih programa Hali-Gali prije puta.

Annotator_2: Bio je voditelj Trakhtenberg brojnih programa Hali-Gali prije puta.

Table 4.4: Example of annotator disagreement on error span on the example of a Word order error.

This case shows that annotators can agree on the nature and categorization of issues, yet

still disagree on their precise span-level location. Even though they are instructed to mark

minimal spans, i.e., spans that cover only the issue in question, they frequently disagree as to

what the scope of these issues is. Lommel et al. (2014, 4) hypothesize that this may be due

to the fact that the two reviewers perceive the issue differently, and so see different spans as

cognitively relevant. In some instances this disagreement may reflect differing ideas about

optimal solutions, while in others the problem may have more to do with perceptual units in

the text.

In cases where annotators disagree on the span of the annotation, even Lommel et al. are

uncertain on how best to assess IAA. Thus, building on their work and exploring a sentence-
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level approach is a direction worth pursuing, as there seems to be no optimal solution, as both

the sentence- and token-level approach come with certain drawbacks. However, to dispel any

doubt in the reliability of the annotators’ judgements on the task at hand, further analysis of

the results shows that both annotators’ annotations point to comparable conclusions, both

when considered separately and together. This is elaborated on in Section 4.6.

4.6. Results of MQM evaluation

4.6.1. Raw annotations

Table 4.5 on the following page presents the sum of raw annotations for every error type, for

each system and both annotators, as exported directly from the translate5 system.

By examining the table one can easily detect that both annotators have judged that the

PBMT system contains more errors than the factored PBMT system (317 and 264 errors in

PBMT, whereas 276 and 199 errors in factored PBMT). This trend is consistent across most

fine-grained error categories as well.

However, even though simply counting the errors can provide a rough idea of which

system performs better, one could claim that this approach does not allow for a proper quan-

tification of the quality of the outputs, and thus cannot adequately represent the findings.

Certainly, based on data from Table 4.5 the claim can be made that the PBMT system pro-

duces less errors in general, or less errors of a specific type, but given that the outputs are

different, as is the number of tokens in each translation, there is an obvious need to somehow

normalise the data.

4.6.2. Normalised annotations

There seems to be no related work on how to approach normalisation of MQM results, as all

the papers simply count the number of MQM tags and stop there. Even though it does makes

sense to count the absolute number of errors, as this is what one wants to minimise in a sys-

tem’s output, such an approach is still a bit problematic; if for no other reason, then due to

the fact that such a setup does not allow for any kind of statistical significance testing, espe-

cially a statistical comparison of differences between two or more systems. Furthermore, the

two systems may output sentences of different lengths, which is indeed the case in the data

explored here: in the 100 annotated sentences, the phrase-based system produced an average

of 18.99 tokens per sentence, whereas the factored system averaged on 18.89. Though not

too striking a difference in this particular case, these reasons led to the decision to approach

the normalisation task on the token-level.

31



PBMT Factored PBMT
Error type Anno_1 Anno_2 Anno_1 Anno_2
Accuracy 103 125 92 93

Mistranslation 78 80 64 64

Omission 13 22 11 12

Addition 4 14 10 8

Untranslated 8 9 7 9

Fluency 214 139 184 106

Unintelligible 2 3 2 4

Register 13 6 12 4

Spelling 0 2 0 4

Grammar 197 128 170 94

Word Order 26 16 25 8

Function words 22 10 25 6

Extraneous 4 3 4 2

Incorrect 16 7 18 3

Missing 2 0 3 1

Word Form 149 102 119 80

Part of Speech 10 2 11 4

Tense... 30 23 27 17

Agreement 109 76 80 58

Number 17 12 12 10

Gender 15 9 18 12

Case 71 40 38 23

Total error count 317 264 276 199

Table 4.5: Raw annotation data from PBMT and Factored systems: number of error for each error

type, per annotator.
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Instead of counting just the error tags produced by each annotator, the tokens that these

errors are assigned to are counted - tokens that do and tokens that do not have an error

annotation. However, some error categories are a bit specific for such a simple approach and

require special consideration while counting:

– Omission: given that an omission error was never assigned to a token, but to an empty

space, and yet it still needs to be counted somehow, it has been assumed that 1 token

was omitted for every omission error, and so every omission error was given one

phantom token to latch on to, in order to perform the calculations.

– Agreement: given that an agreement error can either span a single phrase or a whole

sentence (more on this in Subsection 4.7), it is not always the case that what is an-

notated should also be counted when normalising. In the event of sentence-level

(dis)agreement, not all the words in the span are actually part of the agreement error.

Thus the decision had to be made on how to automatically count the number of tokens

in such cases, the options being to either ignore the problem and count everything in

the span, or assume that one agreement error most often spans two tokens, and count

each agreement error as such, no matter the span of the annotation. Both approaches

have been tested by creating two datasets differing only in the way that Agreement

errors are counted, and then performing the analysis described below on both. A

comparison of the results has shown that both approaches point towards the same

broad conclusions. However, the assumption that one agreement error spans two to-

kens yielded more tidy results, so it has been presented in the body of the thesis. The

alternative approach can be found in the Appendix.

– Tokens tagged with another category are counted as the per their annotation span.

Once these counts have been made and the sums are divided by the total number of

tokens, they give a more concrete idea of the ratio of tokens with and without errors.

The results of such analysis again show that the factored PBMT system has a smaller

error ratio. This is further backed up by a chi-squared (χ2) statistical significance test, which

shows that the difference in the total number of tokens with errors is statistically significant,

with an average p value lower than 0.0001.

Furthermore, the extracted data allows for insight into which error types are the ones

making a significant impact on this result. So the same measurements are repeated, but in-

stead of performing them on all error types combined, they were performed for each specific

error category. Where values were too small for Pearson’s test5 to handle, Fisher’s test6 for

statistical significance was performed instead. The combined results of the calculations and

5http://vassarstats.net/newcs.html
6https://www.graphpad.com/quickcalcs/contingency1/
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PBMT Factored PBMT
Error type No error Error No error Error χ2 p φ

Accuracy 3467 369 3525 291 9.65 0.0019 0.0355

Mistranslation 3547 289 3586 230 6.87 0.0088 0.03

Omission 3801 35 3793 23 2.44 0.1183 0.0179

Addition 3814 22 3797 19 0.21 0.6468 0.0052

Untranslated 3813 23 3797 19 0.36 0.5485 0.0069

Fluency 3195 641 3298 518 14.64 0.0001 0.0437

Unintelligible 3790 46 3769 47 0.02 0.8875 0.0016

Register 3810 26 3794 22 0.31 0.5777 0.0064

Spelling 3833 3 3812 4 - 0.7257 -

Grammar 3270 566 3371 445 15.97 <0.0001 0.0457

Word order 3752 84 3752 64 2.65 0.1035 0.0186

Function words 3801 35 3780 36 0.02 0.8875 0.0016

Extraneous 3829 7 3810 6 0.07 0.7913 0.003

Incorrect 3810 26 3790 26 0 1 0

Missing 3834 2 3812 4 - 0.4518 -

Word form 3389 447 3471 345 14.06 0.0002 0.0429

Part of speech 3822 14 3800 16 0.14 0.7083 0.0043

Tense... 3775 61 3765 51 0.85 0.3566 0.0105

Agreement 3466 370 3540 276 14.41 0.0001 0.0434

Number 3778 58 3772 44 1.87 0.1715 0.0156

Gender 3788 48 3756 60 1.42 0.2334 0.0136

Case 3614 222 3694 122 29.89 <0.0001 0.0625

Total errors 2826 1010 3007 809 27.77 <0.0001 0.0602

Table 4.6: Processed annotation data from both annotators concatenated: each system’s total number

of tokens with and without errors, with statistical significance test results (chi-squared (χ2), p-value

and effect size φ). Statistical significance is marked with bold where p-value is <0.05.
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transformations are presented in Table 4.6 on the previous page. Separate counts for each

individual annotator can be found in the Appendix.

Several things can be concluded from this table. Firstly, when looking simply at the grand

total of tokens with and without errors, the difference between the systems is statistically

significant by a wide margin. In other words, the factored system has significantly fewer

errors than the pure PBMT system. The overall error rate is in this case reduced by 20%.

A separate analysis of specific error types that contribute to this score reveals that only

some of the error categories are significantly different between the two systems. In the table,

these values are marked in bold - the difference in number of errors is statistically significant

when it comes to errors in the categories of general Accuracy, and more specifically Mis-

translation, as well as errors in the categories of general Fluency, Grammar, Word form and

Agreement, as well as most specifically, Agreement in Case.

The final point is most interesting, as this was one of the most intriguing questions at

the beginning: Is there a way to better handle agreement when translating to Croatian? It

can now be confidently said that the factored system produces significantly less agreement

errors overall, and given the specific agreement types, the system handles agreement in case

significantly better.

However, one should also note the effect size (φ coefficient) of these measurements. The

φ coefficient is a measure that reports the size of the impact an independent variable has on a

dependent variable. In this case, the p-value indicates whether there is a statistically signif-

icant difference, and if there is, the φ coefficient indicates how big or strong the difference

is. The φ coefficient is often reported together with the p-value to provide a more complete

picture of the effects. In this case, wherever the difference is statistically significant, the φ

coefficient is very small. This is consistent with the relatively small increase in BLEU score

that was observed during automatic testing.

Such low φ coefficients might indicate that these differences, though meaningful, are

quite minor. Even so, the differences are undeniably statistically significant, and the factored

model is a step closer to solving some of the specific issues of translating from English to

Croatian. The resulting system produces language that is a little more fluent and a little

more grammatical, which, among other things, can be of help when it comes to the task of

post-editing.

4.7. Syntactic annotation of agreement

Given that the most significant gains have been obtained on agreement, it would be interest-

ing to look at agreement more in depth, not just at the level of morphology (gender, number,

case), but also at the level of syntax. Especially considering that two syntactically different
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types of agreement have been subsumed under the MQM Agreement tags - local, short-

distance agreement (or phrase agreement), which concerns agreement of elements within a

phrase; and long-distance agreement (or sentence agreement), which concerns agreement of

elements in the sentence, that have much wider spans and are further apart. For example,

local agreement would be agreement between an adjective and a noun, or between a preposi-

tion and the following noun, while sentence agreement would be agreement between a verb

and a noun. Here are some examples of agreement errors at these levels:

Phrase disagreement: Veliki broj ljudi radi u palijativne skrbi.
Sentence disagreement: Stalna antikorupcijska jedinica, koja se bori protiv

svakog oblika korupcije, nastao je 2011. godine.

Table 4.7: Example of different types of agreement errors.

This distinction is not only important linguistically, but also from a technical perspective

- given that PBMT works with text segments that are situated close together, it would be

interesting to see whether this is reflected in the agreement improvements as well.

Thus, an additional layer of annotation was conducted, outside the framework of MQM.

Each MQM agreement error was categorised as being either phrase or sentence agreement.

Additionally, the POS of elements participating in the error was marked as well, in order

to gain insight into what might be better handled. The results of this categorisation are

presented in Table 4.8.

Phrase agreement Sentence agreement
Phrase PBMT Factored Phrase PBMT Factored
PP+NP 20 12 NP+VP 21 16

ADJ+N 13 7 NP+NP 2 2

NP+CNJ(+NP) 3 4 CNJ+VP 1 2

N+N 4 4 VP+VP 1 1

Total 40 27 Total 25 21

Table 4.8: Breakdown and categorisation of agreement errors found in the annotated data.

As the table suggests, the factored PBMT model leads to a substantial improvement upon

pure PBMT, as the number of phrase agreement errors has been reduced from 40 to 27, which

results in a 30% relative reduction in errors. When looking at sentence agreement, there is

also an observed reduction in errors, but it is far smaller - 25 to 21, only 16% less. It is

interesting to note that considerable gains have been observed in prepositional phrases and
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noun phrases that contain a premodifying adjective, as well as improvement in long-distance

agreement between nouns and verbs.

Of course, this analysis comes with the same issue encountered when counting MQM

errors. Knowing that the factored model produces less agreement errors overall, it is no

surprise that it produces less of both phrase and sentence agreement errors. Thus, to deter-

mine whether these differences are statistically significant overall, a chi-squared (χ2) sta-

tistical significance test was performed on the data. Calculated through a 2x2 contingency

table, where the rows contained counts for each agreement type (Phrase/Sentence), while

columns contained counts for agreement errors in each MT system (PBMT/Factored). The

null-hypothesis in this setting is that there is no link between the MT system and the fre-

quency of a specific agreement type that it produces (i.e. that no matter which system is

employed, both phrase and sentence agreement errors are relatively similar). The resulting

p-value turns out to be 0.6987, revealing no overall statistical significance. In other words,

it cannot be claimed that the factored system produces less phrase agreement errors than the

PBMT system does.

However, given that these data points are quite small, this analysis would certainly benefit

if the number of analysed sentences, examples and errors were larger. Perhaps a larger

sample size might be indicative of a different trend in error reduction, which could more

conclusively shed light on how different models impact these types of agreement errors.
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5. Discussion

As elaborated on in Section 4.6, there is no doubt that the factored system produces fewer

errors overall, and specifically fewer Mistranslation and fewer Agreement errors, as well as

fewer errors in the corresponding parent categories (like Accuracy, Word form, Grammar and

Fluency). Even though the effect sizes are quite small, it is still interesting to note the largest

effect size belongs to Agreement_Case, which further gives credence to the hypothesis that

the factored system handles Agreement better than PBMT does. This might lead one to the

conclusion that the factored system is superior to a standard PBMT system. However, the

situation is decidedly not so clear cut.

Because, generally, both systems are still very similar, as they both have an SMT basis

and have both been trained and tested on the same data. The only difference is that the fac-

tored model also takes into account explicit linguistic information. This theoretically gives

it an advantage, as it is what undoubtedly causes the drop in the number of errors produced,

compared to the pure PBMT system. The factored model is also extremely interesting in

its own right, as it is able to infer regularities from the data on its own, without being given

explicit rules as would be the case in an RBMT system - where an RBMT system would be

literally instructed that, for example, "nouns and their premodifying adjectives have to agree

in gender, number and case", the factored system was not instructed in any such explicit way,

but is able to produce such constructions all the same, doing so more reliably than the PBMT

system. However, training a factored model requires more work and resources compared

to the PBMT system - an additional language model needs to be trained, and a PoS tagger

for the target language needs to be available. And though these components are responsible

for the improved results, they also make the process of building the system more expensive,

while, in this case, providing relatively minor improvements.

Thus, once again, the tradeoff between cost and benefit is something that needs to be

considered when deciding on an approach. The factored model is certainly less expensive

and less time-consuming when compared to RBMT, as it does not require nearly as many

work hours to implement (assuming that the parallel corpora needed to train the model exist

and are more or less readily available), and when compared to PBMT, the factored model

outperforms, if only so slightly. Still, whether the improvement in performance is worth the
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additional work also depends on the ultimate goal of the developer. If investment of time and

resources is not an issue, and the goal is to get the best performance possible, the factored

model is probably a good choice. If time and resources are scarce, a PBMT model would

suffice. If the goal, for some reason, is to fix a specific grammatical issue in the output, it

might be more beneficial to perform some rule-based post-processing on the PBMT output

and fix the specific errors with a targeted rule. This is assuming that the issue in question is

not too complex for a single rule to handle; if it is, and a factored system is available off-the-

shelf with enough data to cover the phenomenon in question, it might still be the preferred

choice.

Whatever the case may be, the bottom line is that there is no simple answer - there is no

’one best model’ that will solve everyone’s problems, and the choice of a system ultimately

depends on many factors. That is, however, not the question this thesis aims to answer; its

aim is, rather, to shed some more light on two particular models and highlight their strengths

and weaknesses. To that end, it shows that using factored models can have an impact on the

linguistic quality of the output.

However, this study is not without its limitations. Or rather, one need be careful when

drawing conclusions and generalising the results. Because many variables in this pipeline

could have an effect on the result. First of all, the training data that the systems are trained

on can always be improved (e.g. enlarged, cleaned, trimmed, specialised, generalised etc.).

Another way to strengthen the arguments of this thesis would be to run the same procedure

on multiple case studies; that is, either splitting the training data into subgroups, or gathering

more data and training and testing on it separately. Having consistent results over multiple

case studies would show that the conclusions arrived at in this thesis are sound.

Furthermore, the test data can also have a profound impact on the results, as already

discussed in Section 3.3. Aligning it better with the type of training data, or just picking a

different domain to test on is something to be considered. Building on that, the manual eval-

uation was performed only on 100 sentences from the test set. Even though this is enough to

perform statistical analyses and draw some conclusions, such analyses always benefit from

having more data points (as also mentioned in Appendix B). Annotating all 1000 sentences

available in the test set, though expensive, would certainly yield more conclusive results. It

would also allow for annotator adjudication - checking in with the annotators every 100 sen-

tences and discussing their differences and possible misunderstandings, or outlying issues,

in order to smooth out the annotation process and raise inter-annotator agreement.

Additionally, it would also be beneficial to employ more than 2 annotators. A higher

number of annotators necessarily means more reliable annotation data. In addition, it al-

lows for more detailed analysis of inter-annotator agreement, which might reveal outliers,

i.e. under- or over-performing annotators. This, in turn, can foster discussion and a better
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understanding of the problem at hand.

Finally, all these results are still restricted to the English-Croatian language pair. Given

the similarities of languages belonging to the same groups, the results would probably hold

for a language pair such as English-Slovene (or another Slavic language), but the impact of

factored versus phrase-based models on a language pair such as French-Japanese cannot be

predicted based on the findings in this research.

The ultimate claim that can be made is that between these two English to Croatian MT

systems, that are trained on the same general domain data, and tested on the same domain-

specific data, according to annotations of two annotators, the factored system is the one that

performs better. However, if any of the variables in that statement were to change, the same

result, though possible, cannot be expected without further testing. More experiments are

needed to warrant drawing general conclusions.
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6. Conclusion

There are several contributions that this thesis makes to the corpus of scientific literature and

MT research.

The error taxonomy that was developed for this research, while only used for the English-

to-Croatian language direction, should be applicable for the analysis of MT errors for any

language direction going from a Germanic language to a Slavic one, as it takes into account

grammatical properties specific to these languages.

Additionally, this thesis describes an approach to statistically analysing and interpreting

the results of MQM error annotation that goes beyond simple counting of error tags.

Furthermore, fine-grained manual evaluation performed for the purpose of this thesis has

provided answers to several questions, one of which was the main drive behind the devel-

opment of the factored system - is there a way to better handle agreement when translating

to Croatian? Given that the factored system produces sentences with far less errors overall

and significantly less agreement errors, and generally language that is more fluent and more

grammatical, a confident claim can now be made that factored models result in significantly

less agreement errors compared to pure PBMT. Specifically, they produce less agreement in

case, and the bulk of error reduction happens when translating local agreement.

There are many possible lines of future work. The methodology can always be applied

to another language pair (e.g. English-Czech), or to the same language pairs but a different

MT model. For example, in addition to comparing English to Croatian PBMT and factored

system, an NTM system could be added to the comparison. Additionally, a bigger dataset

could be annotated, with more annotators and a more controlled IAA analysis (such as eval-

uating the annotators in batches, consider the results, adjust the annotation process if needed

and continue with the annotation).

Another interesting line of work could be a further adaptation of the tagset. In its cur-

rent version, it has proved to be informative when comparing PBMT to factored PBMT,

and it has shown many specificities of the translation. However, the only other error cat-

egory with a significant reduction in errors is Mistranslation. This might be in part due

to its broad definition, as, according to the MQM guidelines, it covers both lexical selec-

tion and, less intuitively, translation of grammatical properties. For example, if "cats[pl.]"
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is translated as "mačka[sg.]", this is to be tagged as Mistranslation, in spite of the cor-

rect lexical choice. This makes it quite a vague category, so if one would wish to per-

form an even more nuanced linguistic error analysis, adding additional layers to the Accu-

racy branch (such as Mistranslation-Gender, Mistranslation-Case, Mistranslation-Number,

Mistranslation-Person) seems like a promising direction to follow.

Furthermore, the question remains as to how important these results are overall when it

comes to the effect they have in the usefulness of the translation in a particular application.

Certainly, the reduction in Fluency errors results in more fluent texts which is of help when

it comes to the task of post-editing, but more nuanced experiments are needed to confidently

claim how impactful these differences are in practice. Thus, performing post-editing ex-

periments on the outputs of both systems could prove to be an interesting extrinsic way of

evaluating the systems’ performance and the differences between them.
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Appendix A
Full MQM taxonomy and decision tree

Figure A.1: Graphic of all the top-level MQM categories

Only the full Accuracy and Fluency trees will be presented here, but as can be seen in

Figure A.11 , there are many other top level issue types like Design, which includes issues re-

lated to the physical presentation of text, typically in a “rich text” or “markup” environment;

Internationalisation, which covers areas related to the preparation of the source content for

subsequent translation or localisation; Locale convention, which relates to the formal com-

pliance of content with locale-specific conventions, such as use of proper number formats;

Style, which relates to what is commonly known as “Style”, defined both formally (in style

guides) and informally (e.g., a “light style” or an “engaging style”); Terminology, which re-

lates to the use of domain- or organisation-specific terminology; and Verity, which relates to

the suitability of content for the target locale and audience.

1http://www.qt21.eu/mqm-definition/issues-list-2015-12-30.html
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Figure A.2: Graphic representing the full branch of the Accuracy top-level MQM category

Figure A.3: Graphic representing the full branch of the Fluency top-level MQM category

51



Appendix B
Individual annotation normalisation
results with alternative agreement counts

Given that there were many forks in the road towards the analysis of annotation data, several

decisions had to be made on how to best analyse and present the gathered data. This section

of the Appendix contains tables that present counts and calculations, both individual and

alternative to Table 4.6.

Tables B.1 and B.2 show the normalised data comparison of the two systems according

to Annotator_1. The difference between them is that Agreement errors were counted differ-

ently, as described in Subsection 4.6.2. Tables B.3 and B.4 show the normalised data com-

parison of the two systems according to Annotator_2. The difference between them is also

the different counting of Agreement errors. It is interesting to note that the p-values obtained

from Annotator_1’s annotations are consistent in both variations - differences between the

same error categories are statistically significant, regardless of how Agreement errors were

counted. However, p-values obtained from Annotator_2’s annotations are slightly less con-

sistent - the difference between the bottom most node in the hierarchy, Agreement_case, is

statistically significant regardless of how Agreement errors were counted, but all of its par-

ents up until Fluency are not statistically significant in the case where Agreement errors are

counted in accordance with the annotation span. Finally, table B.5 presents a concatenated

version of the results, similar to Table 4.6, but with Agreement counted according to the an-

notation span. It highlights that, regardless of the fact that agreement tokens were counted

differently, the same error categories have statistically significant differences.

This comparison between annotators and annotation count variations shows that, even if

the annotators are looked at separately, they both arrive at the same two conclusions. If they

are concatenated, they might enforce each other’s differences: though Annotator_2’s annota-

tions did not show a statistically significant difference in Mistranslation, once concatenated,

this it becomes a category that is also has a statistically significant difference between the

two systems.
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PBMT Factored PBMT
Error type No error Error No error Error χ2 p φ

Accuracy 1749 188 1772 155 3.3 0.0693 0.0292

Mistranslation 1776 161 1802 125 4.69 0.0303 0.0348

Omission 1924 13 1916 11 0.16 0.6892 0.0064

Addition 1932 5 1916 11 - 0.1417 -

Untranslated 1928 9 1919 8 - 1 -

Fluency 1624 313 1676 251 7.61 0.0058 0.0444

Unintelligible 1910 27 1902 25 0.07 0.7913 0.0043

Register 1921 16 1911 16 0 1 0

Spelling 1937 0 1927 0 - 1 -

Grammar 1667 270 1717 210 8.21 0.0042 0.0461

Word order 1907 30 1900 27 0.14 0.7083 0.006

Function words 1912 25 1897 30 0.49 0.4839 0.0113

Extraneous 1933 4 1923 4 - 1 -

Incorrect 1918 19 1904 23 0.41 0.522 0.0103

Missing 1935 2 1924 3 - 0.6865 -

Word form 1723 214 1775 152 11.25 0.0008 0.054

Part of speech 1925 12 1915 12 0 1 0

Tense... 1902 35 1897 30 0.37 0.543 0.0098

Agreement 1771 166 1818 109 12.4 0.0004 0.0566

Number 1915 22 1910 17 0.62 0.431 0.0127

Gender 1913 24 1907 20 0.37 0.543 0.0098

Case 1827 110 1871 56 18.06 <0.0001 0.0684

Total errors 1436 501 1521 406 16.91 <0.0001 0.0668

Table B.1: Normalised annotation data from Annotator_1 with all error tokens: each system’s total

number of tokens with and without errors, where Agreement errors were counted in accordance with

the annotation span. Includes with statistical significance test results (chi-squared (χ2), p-value and

effect size φ). Statistical significance is marked with bold where p-value is <0.05.
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PBMT Factored PBMT
Error type No error Error No error Error χ2 p φ

Accuracy 1749 188 1772 155 3.3 0.0693 0.0292

Mistranslation 1776 161 1802 125 4.69 0.0303 0.0348

Omission 1924 13 1916 11 0.16 0.6892 0.0064

Addition 1932 5 1916 11 2.29 0.1302 0.0243

Untranslated 1928 9 1919 8 - 1 -

Fluency 1574 363 1626 301 6.61 0.0101 0.0414

Unintelligible 1910 27 1902 25 0.07 0.7913 0.0043

Register 1921 16 1911 16 0 1 0

Spelling 1937 0 1927 0 - 1 -

Grammar 1617 320 1667 260 6.94 0.0084 0.0424

Word order 1907 30 1900 27 0.14 0.7083 0.006

Function words 1912 25 1897 30 0.49 0.4839 0.0113

Extraneous 1933 4 1923 4 - 1 -

Incorrect 1918 19 1904 23 0.41 0.522 0.0103

Missing 1935 2 1924 3 - 0.6865 -

Word form 1672 265 1724 203 8.98 0.0027 0.0482

Part of speech 1925 12 1915 12 0 1 0

Tense... 1902 35 1897 30 0.37 0.543 0.0098

Agreement 1719 218 1767 160 9.53 0.002 0.0497

Number 1903 34 1903 24 1.7 0.1923 0.021

Gender 1907 30 1891 36 0.59 0.4424 0.0124

Case 1795 142 1851 76 20.82 <0.0001 0.0734

Total errors 1386 551 1471 456 11.47 0.0007 0.0545

Table B.2: Normalised annotation data from Annotator_1 with Agreement as two tokens: each

system’s total number of tokens with and without errors, where Agreement errors were counted as

spanning two tokens. Includes with statistical significance test results (chi-squared (χ2), p-value and

effect size φ). Statistical significance is marked with bold where p-value is <0.05.
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PBMT Factored PBMT
Accuracy 1718 181 1753 136 6.71 0.0096 0.0421

Mistranslation 1771 128 1784 105 2.29 0.1302 0.0246

Omission 1877 22 1877 12 2.91 0.088 0.0277

Addition 1882 17 1881 8 3.21 0.0732 0.0291

Untranslated 1885 14 1878 11 0.35 0.5541 0.0096

Fluency 1562 337 1585 304 1.84 0.175 0.022

Unintelligible 1880 19 1867 22 0.24 0.6242 0.008

Register 1889 10 1883 6 0.98 0.3222 0.0161

Spelling 1896 3 1885 4 - 0.7256 -

Grammar 1594 305 1617 272 2.03 0.1542 0.0231

Word order 1845 54 1852 37 3.16 0.0755 0.0289

Function words 1889 10 1883 6 0.98 0.3222 0.0161

Extraneous 1896 3 1887 2 - 1 -

Incorrect 1892 7 1886 3 - 0.3431 -

Missing 1899 0 1888 1 - 0.4987 -

Word form 1658 241 1660 229 0.28 0.5967 0.0086

Part of speech 1897 2 1885 4 - 0.4516 -

Tense... 1873 26 1868 21 0.51 0.4751 0.0116

Agreement 1688 211 1686 203 0.13 0.7184 0.0059

Number 1860 39 1846 43 0.22 0.639 0.0076

Gender 1859 40 1837 52 1.67 0.1963 0.021

Case 1807 92 1837 52 11.33 0.0008 0.0547

Total errors 1371 528 1449 440 10.13 0.0015 0.0517

Table B.3: Normalised annotation data from Annotator_2 with all error tokens: each system’s total

number of tokens with and without errors, where Agreement errors were counted in accordance with

the annotation span. Includes with statistical significance test results (chi-squared (χ2), p-value and

effect size φ). Statistical significance is marked with bold where p-value is <0.05.
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PBMT Factored PBMT
Error type No error Error No error Error χ2 p φ

Accuracy 1718 181 1753 136 6.71 0.0096 0.0421

Mistranslation 1771 128 1784 105 2.29 0.1302 0.0246

Omission 1877 22 1877 12 2.91 0.088 0.0277

Addition 1882 17 1881 8 3.21 0.0732 0.0291

Untranslated 1885 14 1878 11 0.35 0.5541 0.0096

Fluency 1621 278 1672 217 8.28 0.004 0.0468

Unintelligible 1880 19 1867 22 0.24 0.6242 0.008

Register 1889 10 1883 6 0.98 0.3222 0.0161

Spelling 1896 3 1885 4 - 0.7256 -

Grammar 1653 246 1704 185 9.38 0.0022 0.0498

Word order 1845 54 1852 37 3.16 0.0755 0.0289

Function words 1889 10 1883 6 0.98 0.3222 0.0161

Extraneous 1896 3 1887 2 - 1 -

Incorrect 1892 7 1886 3 - 0.3431 -

Missing 1899 0 1888 1 - 0.4987 -

Word form 1717 182 1747 142 5.17 0.023 0.0369

Part of speech 1897 2 1885 4 - 0.4516 -

Tense... 1873 26 1868 21 0.51 0.4751 0.0116

Agreement 1747 152 1773 116 5 0.0253 0.0363

Number 1875 24 1869 20 0.35 0.5541 0.0096

Gender 1881 18 1865 24 0.9 0.3428 0.0154

Case 1819 80 1843 46 9.31 0.0023 0.0496

Total errors 1440 459 1536 353 16.91 <0.0001 0.0668

Table B.4: Normalised annotation data from Annotator_2 with Agreement as two tokens: each

system’s total number of tokens with and without errors, where Agreement errors were counted as

spanning two tokens. Includes with statistical significance test results (chi-squared (χ2), p-value and

effect size φ). Statistical significance is marked with bold where p-value is <0.05.
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PBMT Factored PBMT
Error type No error Error No error Error χ2 p φ

Accuracy 3467 369 3525 291 9.65 0.0019 0.0355

Mistranslation 3547 289 3586 230 6.87 0.0088 0.03

Omission 3801 35 3793 23 2.44 0.1183 0.0179

Addition 3814 22 3797 19 0.21 0.6468 0.0052

Untranslated 3813 23 3797 19 0.36 0.5485 0.0069

Fluency 3186 650 3261 555 8.31 0.0039 0.033

Unintelligible 3790 46 3769 47 0.02 0.8875 0.0016

Register 3810 26 3794 22 0.31 0.5777 0.0064

Spelling 3833 3 3812 4 - 0.7257 -

Grammar 3261 575 3334 482 8.94 0.0028 0.0342

Word order 3752 84 3752 64 2.65 0.1035 0.0186

Function words 3801 35 3780 36 0.02 0.8875 0.0016

Extraneous 3829 7 3810 6 0.07 0.7913 0.003

Incorrect 3810 26 3790 26 0 1 0

Missing 3834 2 3812 4 - 0.4518 -

Word form 3381 455 3435 381 6.93 0.0085 0.0301

Part of speech 3822 14 3800 16 0.14 0.7083 0.0043

Tense... 3775 61 3765 51 0.85 0.3566 0.0105

Agreement 3459 377 3504 312 6.37 0.0116 0.0289

Number 3775 61 3756 60 0 1 0

Gender 3772 64 3744 72 0.52 0.4708 0.0082

Case 3634 202 3708 108 29.2 <0.0001 0.0618

Total errors 2807 1029 2970 846 22.41 <0.0001 0.0541

Table B.5: Normalised annotation data from both annotators concatenated, with all error tokens:

each system’s total number of tokens with and without errors, where Agreement errors were counted

in accordance with the annotation span. Includes statistical significance test results (chi-squared (χ2),

p-value and effect size φ). Statistical significance is marked with bold where p-value is <0.05.
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Fine-grained Human Evaluation of
an English to Croatian Hybrid
Machine Translation System

Abstract

This research compares two approaches to statistical machine translation - pure phrase-

based and factored phrase-based - by performing a fine-grained manual evaluation via er-

ror annotation of the systems’ outputs, and subsequently analysing the results. The error

types considered in the annotation are compliant with the multidimensional quality metrics

(MQM), and the annotation is performed by two annotators. Inter-annotator agreement is

relatively high for such a task, and the results show that the factored system, i.e. hybrid sys-

tem, performs much better, reducing the amount of errors produced by the pure phrase-based

system by 20%.

Keywords: machine translation, human evaluation, PBMT, factored PBMT, MQM, inter-

annotator agreement, statistical machine translation, error annotation

Detaljna evaluacija jezično oplemenjenog statističkog
sustava za strojno prevodenje s engleskog na hrvatski

Sažetak

U ovom se istraživanju usporeduju dva pristpa strojnom prevodenju - klasično statističko

strojno prevodenje (na temelju fraze) i hibridno strojno prevodenje (statističko s nadodanim

jezičnim znanjem) - tako što se provodi detaljna manualna evaluacija preko označavanja

pogrešaka u prijevodima obaju sustava, te analizom rezultata takvog označavanja. Vrste

pogrešaka koje se uzimaju u obzir pri označavanju uskladene su sa multidimenzionalnim

mjerama kvaliteta (MQM), a označavanje provode dva anotatora. Slaganje medu anotatorima

se pokazalo relativno visokim za ovakav zadatak, a rezultati pokazuju da hibridni sustav

generira manje pogredaka pri prijevodu, čak 20% manje od klasičnog statističkog sustava.

Ključne riječi: strojno prevodenje, manualna evaluacija, MQM, slaganje izmedu anotatora,

statističko strojno prevodenje, označavanje pogrešaka


